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Tensor Approach to the Application Specific
Processor Design
Oleg Maslennikow, Anatolij Sergiyenko, Yurij Vincaptow

Abstract - A method for mapping an algorithm, which is
represented by the loop nest into the applicationpgcific
structure is proposed. The method consists in trafeting
the loop nest into the tensor equation. The tensaquation
represents a set of structural solutions. The optimed
solution finding consists in solving this equationin
integers. The proposed limitations to the parts ofthe
tensors help to derive the pipelined structure angimplify
the mapping process. The method is illustrated byhe
example of the lIR-filter structure synthesis. It is intended
for mapping DSP algorithms into FPGA.
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|. INTRODUCTION
At present, the field programmable gate arrays @&5@re
widely used to implement the high-speed DSP algorit But
its programming is usually consists in the functionetwork
drawing, which contains the ready to use modulég. design

of such modules, or the programming tools like nedu

generators remains the very complex task. This tiask
formalized now for the acyclic algorithms like FfiRers, and
is still under investigations for the cyclic algbrns like IR
filters [1,2]. Therefore, the development of th@gnamming
tools which help to map the DSP algorithms intorievorks,
which are adapted to the FPGA architecture areenfathd.

Consider a DSP algorithm, which can be represebjed
set of recurrent equations or a loop nest. In #radd of the
regular loop nest stay one or a set of assignntiéats

Sti: a[l] = f(a[l+D], b[1+D3],...),

wherel is an index vector, which represents a point in the

iteration spacep; is an index increment vector of thieh
variable, which represents the data dependenceebetwth,

and (+D))-th iterations. The irregular loop nest can be

remapped into the regular one by the data pipe&jininglobal
transfer removing techniques [3,4].

If the loop kernel has a set of independent opesasii,
then this set can be represented as a single vedtothe
iteration space. The methods of the systolic asyaythesis
are well known which utilize the mapping of suchalthms
[3-5]. These methods are based on the affinedftranation
with the matrixP of the iteration space"ZI O Z" into the
subspace of structures"and events 7", so as the operator
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S, belonging to the iteration is calculated in the processor
unit (PU) with the coordinatesKs= Psl  in the clock cycle
marked byK; = P I, KsO Z", KO Z". If we consider the
usual situation when —m = 1, then the conditions of such a
mapping areD; P, = 0 (monotony condition) and detz 0
(injection condition).

The systolic array synthesis methods have a set of
limitations, which do not provide their direct i#tion in the
DSP system design. They consider that opera@grérom a
single iteration must be implemented simultaneoasly their
duration must be equal no more than a single cloake.
Therefore, the complex operators could not be implged in
the pipelined mode.

In the representation a new method of DSP applicati
specific processor design is proposed on the baswpping
the algorithms, which are given by the regular loegts. The
resulting processors have the pipelined ALUs and fi
effectively the modern FPGAs.

[l.INITIAL DATA FOR THE SYNTHESIS

Consider the a single loop algorithm:

fori =1,U; do

Ya(0), -+, Yp(i)) = fOxa(i = Chia), ..., Yq(i = dig))
end.

1)

Here the functionf is calculated usingU; binary
assignments ;. Therefore, the algorithm (1) can be
represented as the following:

fori= 1, U;do
{statementS;}
S Y[l = ¢j(Yli-dha, j1, Yi-diz, 1) 2)
{s.tétemenﬁtuj}
end,

where ¢;(xy) is the operator of th&-th type, which is
implemented at the operands y. This loop can be
transformed into the next three level loop nesthghat in the
(i, j, K-th iteration only j-th operator ofk-th type is
implemented.

fori=1U; do
forj = 1U; do
fork=1U, do
if “"'2 0 & theny[i,j] = ¢;i(yli —dia, j1, Y[i -tz j])
en

®)
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end is needed to impress the linear dependence betwetn
end, matricesK andD:
where @ is a set of allowed coupleglk), which give type D = KA; (5)

and implementation order of operators in the atori(3).

As a result, the loop (1), which contains a setlifferent
operators, can be transformed into the loop net$treé cycles
(3), and its calculations are mapped into the thigensional
iteration space k={1 <i<U;, 1<j< U, 1<k<Ug 0Z

The loop nest of higher_ dimensions can be derivetpinsor equation. Due to the tensor theory, the ¢tmmp
analogously. Each operator is represented in theesff the oo nica) system can be described by its tensce. t&hsor is

vector K; 0 K% The data dependence between operatorg,, generalized matrix, which can be exchanged hey t
represented by, K, is equivalent to the dependence vectoyowed transformations. Therefore, a set of dfer
D =Ki-K. _ _ implementations of a system can be described bysot, and
In the resulting structure each processing unit)(J one implementation can be transferred to anotherbyrsome
specialized to implement a single functipp The base set of transformation of its tensor. The system synthesissists in
such PUs for DSP applications contains the sim&st like  pyjiding of the tensor equation, and in directearsk of such
adder, multiplier, ROM. Their local memory is theF®  tensor transformation, which minimizes the effestiess
buffer, or a single result register. criteria. In this representation it is shown howfiod the
optimized structural solutions by the algorithm miayg using
lIl. M APPING THE REGULAR LOOP NEST INTO THE the principles of the tensor theory.
PROCESSOR STRUCTURE The next definitions and relations are true for the
configuration K. Configuration K is correct, ifK; # K;; i,j =
1,...N, i #], i.e. if all the vectors-nodes are placed sephrate

A set of matriceX, D and A form, so called, algorithm
configuration K. Due to its nature, the matrices, K, D are
tensors of both algorithm and resulting structuaed the
equation (5) is the tensor equation. In [7] itli®wn that the
operties of many technical objects can be desdriy the

In the methods [3-5] the algorithm graph & represented
in the n-dimensional space.ZHence G is the regular lattice in the space 7
g_raph. It is represented by its compact form ofea of A back linear dependence between configurationioestiis
different vectors-edge®; of data dependences. If the Iooppresent ie
nest contains a set of operators like (2), thercdmpact form T
is the synchronous dataflow graph (SDF) or theadtal SDF K = DoAY, (6)
[6]. This oriented graph has N operators-nodgswhich are
connected by respective dependence vectors-eddes
Consider the following algorithm:

whereA is the incidence matrix of the maximum spanning
tree of the graph £, Dg is the matrix of the vectors-edges of
this tree, including the base vector which connéetsgraph

fori=1,Ndo node with the coordinate system.
for j=1,Mdo The sum of vectors-edgds;, belongig to a graph cycle,
St: afi,j] = b[i-1, j-1]; must be equal to a zero, i.e. for thil cycle
St bfij] = ali, jl; D =
end zjbquDJ 0, (7)
end. whereby; is the element of theth row of the cyclomatic
This algorithm is represented by the SDF graph shiw Matrix of the graph &.
the Fig.1. ConfigurationsCy; = (K1,D1,A)) and Cp, = (K3,D2,A,) are
(1,1) D, equivalent if they are correct and represent arordlgn

graph, i.eA; = A,. Correct configuratiorC,; is equivalent to
the configurationCy, iff Ay = A, andK; = F(K;), whereF is
0,0) the injection function. For exampl th followi
K, jecti | ) : ple, e following
D, transformations give the equivalent configuratiomsctor K;
transposition in the spacé€',Zow or column transposition of
the matrix K;, multiplication of the matrixK; to the non-
Figurel. Example of SDF graph singular matrixP.
Due to the tensor theory, any tensor object detsonipnust
VectorsD; andD, represent the dat@ b movings between have the invariant tensor, which is immune to aegsotr
operators Stand Si. They labeled by the vectors of relativetransformations. Here the matrik and its submatrixA,
transfer delays (0, 0), and (1, 1). To represeatSBF graph represent the invariant tensors. The makKixodes some
Gar in the n-dimensional space both the matiix of the variant of the synthesized structure. The struotytémization
vectorsD; of data dependences and the mafriaf the vectors Cconsists in generating of equivalent configuratjomsich are
K; are needed. Here the veckgiis equal to the coordinates ofdifferent in their matrice, and in selection of the best one

thei-th operator node. An incident matxof the graph G,  due to the some criterion.
The processor structure graphs G represented by its

structure configuration Cys = (Ks,Ds,A),  where Kg is the

Ki
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matrix of vectors-nodes Kg O Z™, which give the PU
coordinates, andDs is the matrix of vectors-edgéy 0 Z™, IV. EXAMPLE OF THE PROCESSOR SYNTHESIS
which represent the connections between PiJs,n.

The event configuratiorC;y = (Ky,Dt,A) consists of the
matrix Ky of the vectorKy, 0 2™, matrix Dy of vectorsDq;,
and matrixA. Here vectorK; represent the events of the yli] = X[i] + a[i—2] + bAfi—1].
operator implementation. In the correct configuatiCy
vectorDy = Ky — Ky means that the operator, represented by

Consider the synthesis of the second order IIRerfilt
structure, which calculates the equation:

This equation is calculated by the following loop:

K+, must precede the operator, representel-by fori=1,Ndo
The timing functionR(Ky;) = t; performs the mapping of the St: y4[i] = a*y[i-2];
space of events"Z' to the time axis, and derives the time of St yoli] = bry[i-1];
the operator implementation. St ya[i] = X[i] + valil;
The configurationCy is correct, in other words, the St y[il = yoli] + yilil;
precedence condition is true if for any couple etters Ky end.
and Ky the inequality is trueR(Ky) > R(Ky), where Ky

precede,. The SDF graph of this algorithm is shorn in Fig.2.
If the functionR is linear and monotonous one then the Each operator is calculated no less then a sifigti cycle.
configurationCr is correct iffDy; 3= 0, = 1,...M, where Dy, The loaded edges mean the delays of the varigji¢o one

the vectors-nodes of the SDF, which are not matkedhe and two cycles, and could not express the deldyeobperator
relative transfer delays (or zero’ed ones) St,. Therefore, in these edges additional nodes areThe

The functionR(Dy) gives the delay between the variablénoOIifieOl SDF graph is shown in the Fig.3.
computing in one PU and entering the another P&J,the

higher limit of the FIFO buffer length.

Consider the mapping of the algorithm (2) into the a a
structure, which calculates the loop kernel in pigelined 2
mode with the period df clock cycles. When this algorithm is Y1 y 1 y Vs
represented in the three dimensional index spaeeyéctors ]
K = (, k, i)', wherejki means operator number, operator x[1]
type, and cycle number respectively. Similarly dulitional _> °

dimensionq of the clock cycle is added to the algorithm
configuration, therk = (j, k, i, q)". The vector-edge, which
represents the interiteration dependence, is equamal
Dy,=(0,0,-p,0), wherep is the distance between iterations.

Algorithm configurationC, is equal to the composition of
structure configuratiolCs and event configuratio@®y, and if
Ki =G, ki, o, thenKg = (, K" andKy = G, g)". In the
vector Kg = (j,K)", the coordinategk are equal to the PU
number, where thel-th operator of thek-th type is
implemented.

Firstly the space component of the mapping is $earc
The matrix Ks forming is the combinatorial task. By this
processM operators ok-th type are distributed among more
than My/L[ PUs of thek-th type. In the matriXs Msgroups Figure 3. Extended SDF graph of the IIR filter
of equal columns are formed, each of them contamso L
columns, wherds is the PU number in the resulting structure. This graph represents the following algorithm
The j-th PU has the maximum loading if the number of

Figure 2. Initial SDF graph of the IIR filter

columns with thg-th coordinate is equal to Then the matrix fori=1,Ndo
Dsis derived from the equatidds = KsA. St yi[i] =a*ysi-2];

The time component of the mapping represented By th St: yo[i] = b*ye[i-1];
matricesKr and D+ is searched with respect to the conditions St ya[i] =X[i] + y4[i];
of the correctness of the algorithm configuratiord avent Sty[i] =yli] + ys[1];
configuration, and equation (7). Besides, the dligor is Stys[i] = y[i-2];
implemented correctly with the iteration peribdff St veli] = Vil;

end.

OKy OKr(Kri =@, )7, i20,q0(0, 1,...L.-1)).
. . ._.__The calculation period ik = 2, which means that a single
The strategies of searching of the space and tlml%up|e of adder and multiplier can calculate it.
components can be investigated in the followingngxa of

the structure synthesis.
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By the search of the space component the perngssiltlock cycle is equal to a single multiplier delayd the input

coordinateKy are set: data run with the period of two cycles.
_ j(112233j V. CONCLUSION
® k(112200 A method of application specific processor design i

proposed which is based on the tensor theory ofsyistem
design. Its expansion was proven and widely usedh@
successive development of a set of DSP applications
j(no 11 _2_21J configured in the FPGAs, for example, publishefPinl0].

kl110-2-21 11/

Here coordinatek = 0, 1, 2 mean multiplication, addition,
equality operators. The matiids is derived from the equation

Dg = K A=
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Figure 4. Algorithm configuration of the IIR filter
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Figure 5. Structure configuration of the IIR filter

Fig.4 illustrates the derived algorithm configuoati and the
Fig.5 does the respective structure configurafigns solution
is distinguished by maximum hardware loading ofRfs and
operation in the pipelined mode. It is the onlyustural
solution of the second order IIR filter, in whidietminimum
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