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Abstract

Two structures of the processors for the autorepgresnalysis
are considered. The first of them implements therbibu
algorithm using the rational fraction calculatiofifie second
of them implements the adaptive lattice filter. Tpr@cessors
give the possibility of the signal analysis withe tsampling
frequency up to 300 MHz being configured in FPGAeT
processors can be effectively used for adaptiverifilg and
pattern analysis in the ultrasonic installatiorsglars, software
defined radio, etc.

1. Introduction

Autoregressive (AR) analysis is an effective apphofor the
estimation of the complex physical object paransetBesides,
these objects can be modeled on the base of tiemmalysis.
Therefore, the AR analysis is widely used in thenecoics,
geophysics, medical diagnostics, mobile phones,cevoi
recognition, etc.

The use of the field programmable gate arrays (FHGA
gives the opportunity to analyze the signals inrdrege of up
to hundreds of megahertz. The most of FPGA apjdicatuse
the fixed point calculations, which maximizes thgieed and
minimizes the hardware volume. But the AR analysis
algorithms afford the increased calculation precisiand they
mostly use the floating point data representation.

The AR analysis is based on the assumption thathifest
can be represented by the AR filter. This filter emkiltering
of some excitation signal, in general, of randonesynand
derives the analyzed digital signgh). In some situations,
like in the vocoders, the excitation signal has es@redefined
form. The AR filter coefficients, named as the pectidn
coefficientsg; (i=0,...p), are found in two steps. On the first
step, the autocorrelation function sampigg) of the signal
x(n) are estimated. On the second step the normalWialker
equation system is solved, like the following:

RXX (al !--'vap)T = _(rXX(l)!"'rXX(p))T ’ (1)

where R, is the symmetrical Toeplitz matrix, whichsfi
row is equal ta(0),...rdp—1), ag=1 [1].

Equation system (1) is usually solved using the bibur
algorithm, which can be represented by the follgidop nest

fori=1top
=1
k=—@0Ti +.+a"r)/Ey
a =k;
forj =1toi-1
g =g +k"ay

@)
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end
E=(1-Ki)'Exy
end;
where the initial value of the error predictionEg = r,,(0) = r,.
Both prediction coefficients, and reflection coefficientls are
used as the AR analysis results.

The coefficientsa; are used in the methods of the high
resolution spectrum analysis. The distance betweefficients
k, which values approach tol, is interpreted as the distance
between physical medium layers, where the exaitagignal is
reflected. Either coefficients, or the roots of the polynomial given
by the coefficientsy, are used as the voice parameters in the
modern vocoders. Both coefficient sets are ofted as the initial
data for the pattern recognition. This shows theoitance of the
AR analysis at the field of the pattern recognition

The analysis of the algorithm (2) shows that iteration
number is of the order of®>, and its parallelizing is severe.
Therefore, more complex, but well parallelizablgogathms like
QR-factorization algorithm are often recommendedsdtve the
equation (1) [2,3]. For this purpose, the Givergoithm or the
Toeplitz matrix inversion algorithm can have a ssscby their
FPGA implementation [4].

Consider the coefficierlf; approaches to zero in the algorithm
(2). Then the division t&; can force the resutto be much higher
than 1.0. Another words, this algorithm is verysitare to the
calculationerrors. This is the cause that the system equstieimg
affords the calculations with the increased precisiAnalogous
properties have the similar algorithms of the Tieptquation
solving [2]. Therefore, the AR analysis problenussially solved
using the floating point microprocessors.

In the presentation the structures of the appbcasipecific
processors are proposed, which are configured BA;Rand
which implement the AR analysis in the wide frequerange
using the fixed point calculations.

2. AR processor based on the Durbin algorithm

To derive the stable estimations af the valuesr,,(i) must be
accumulated for at leagp = 1Qp samples of data [1]. Whenis
limited by tenths, then the correlation functigg(i) complexity is
approximately irp times higher than equation system (1) solving
complexity. When as usual, the input data are sahiplsequence,
then the time of the AR analysis is equal at lgastockcycles. As
a result, the correlation functiop(i) accumulation is predominant
in the time balance of the whole AR analysis.

Consider the structure of the AR processor, whafsists of
the correlation processor and the parallel procemsay for the
equation (1) solving. Then, the equation systewirgplusing this
parallel processor array could not give the vakiahroughput



increase comparing to the usual sequential solvethis situation
the processor structure for the AR analysis is @ge@, which
contains correlation processor and Durbin algoritinocessor.

The correlation processor is the linear array girocessor
units, which are operating with the fixed pointadathe Durbin
algorithm processor implements the calculationk thiée increased
precision. This structure is illustrated by thelfigBoth processors
implement their tasks approximately for the eqesiqal of time in
the pipelined manner.

Correlation processor
Accumulator a
x(n) 70{0) Durbin | >
| processor K
Accumulator > >
/0]

Fig.1: Structure of the AR analysis processor based en th
Durbin processor

The critical path in the algorithm (2) approachHa®ugh the
cyclic path of multiplier and adder in the coeffitik; calculation.
By the pipelined implementation of the arithmetiopérations the
iteration period is no less than the stage numbtreoadder and
multiplier pipelines. If the floating point arithitieal units are used
then the iteration period is no less than 7 cloades, and the unit
is underloaded [5].

In [6] the rational fraction arithmetic operationsre proposed
for the linear algebra problem solving, which pdavithe
advantages by the FPGA implementation. The ratifragtion

of such filters prevents their use for the highespghysical
process analysis.

The lattice form of the adaptive FIR-filter is wédhown,
which implements the calculations [1]:

E'y(n) = Ef.a(n) +k E%Ly(n-1);
E%(n) = E%.a(n-1) +k Efa(n),

where E(n), E%.,(n) are forward and backward prediction
errors in then-th algorithm stage, respectivelyk; is the
reflection coefficient,E'g(n) = EP(n) = x(n), j=1,...p. In the
FIR-filters with the sequential adaptation procetise
coefficientsk; are calculated using some recursive gradient
algorithm, which converges in several hundreddepss In the
lattice filter which computedN = gp data samples these
coefficients are calculated rather precisely by fbiowing
formula forN steps [1]:

k; == E/(NEL,(n) / [ \/Z(E,-il(n))z \/Z(E?l(n))zj-

Here the sums in numerator and denominator arpatal
correlation coefficients. In this computational esofa the
coefficientsk, are found step by step, beginningkatBy this
process one input data array is inputtetimes to the lattice
filter. If the signal is stationary one in the timéndow of pN
samples, then the data stream can be fed into itteg f
permanently without the input buffer.

The processor for the AR analysis consists of tlcéa
filter and the coefficienk calculation unit (see fig.2). At the
th step of adaptation the coefficient calculatiot is attached
to the inputs of thé-th filter stage. It accumulates the partial
correlation coefficients folN input data, and calculates the

numberx is represented by two integers, one of them is a coefficientk. This coefficient is loaded into the multiplicaton

numeratorn,, and another one is a denominatiri.e. x =
n/d,. All the data are represented by these fractions.

Then multiplication, division, and addition are adhted
by the formulas:

X=y = n [y, [(delHy) ;
xly = n, /@, /(dy[hy) 5
X +y = (n/d,+ ny/d, )/(d,[d).

Such calculations are supported in the modern FBGA
set of hundreds of multiplication and accumulatiorits like
DSP48 unit in Xilinx Virtex FPGAs. The use of ratal
fraction calculations provides both small error elevand
expanded dynamic range, as well as the high spegdimple
implementation in FPGA. The mentioned above itengtieriod
is minimized to 4 clock cycles. Besides, divisionemion,
which is included in the algorithm critical pattasts very
shortly, and adds minimum error to the calculatiptjs

If the natural representation of the results isdeeethen
the computations are finished by the division ofmeuwators to
denominators of the resultg or k by the usual division
operation. Such a division slightly increases thertdn
processor operation time.

3. AR processor based on thelattice filter

FIR-filter with the coefficientsy; is the reverse one to the AR
filter. Therefore, the adaptive FIR-filter is ofteised to derive
the autoregressive coefficients [1,8]. But the skaptation

units of thej-th filter stage. As we see, the step of the
correlation function estimation and the step of taiection
coefficient finding are combined in this computatibschema.
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Fig.2: Structure of the AR analysis processor based @n th
lattice filter

Comparing to the usual adaptive filters, here thieusd
convergence to the result is achieved onlypidrclock cycles.
Comparing to the considered above Yule-Walker eqoati
solver, in the lattice filter the computation eragcumulation
is minimized, and always the stable results oddote that the
stable results mean th&i| |< 1. Therefore, to implement the
coefficient calculation unit the integer numbertlarietic is
enough.

Such an AR analysis processor can be configured in
FPGA, but the integers have to be at least of dmlilit
width. The convergence speed can be increasechitpthe



coefficient calculation units to all the filter g&s. But then the
hardware volume increases substantially.

4. AR processorsimplemented in FPGA

20 times more logic cells than the processor basedhe
Durbin algorithm having the equal multiplier unitmber.

5. Conclusions

Two mentioned above schemes for the AR analysis wereln the presentation two structures of the proceskorthe AR

carried out in the application specific processaevhjch are
configured in the Xilinx FPGA. The Durbin algorithpmoces-
sor is based on the arithmetic unit, which impletsanulti-
plication, division, accumulation of the rationahdtions as
well as transformation them in integers. The f@ttcontains
18-bit numerator and 18-bit denominator. Multiption and
division operations are implemented in the pipelimaode
with the period of a single clock cycle with théelat delay of
7 clock cycles. Accumulation operation period lagtglock
cycles because this operation result is fed tmpat.

The results of the processor implementation fobit@lata,

N = 10 and different values @f are represented in the table 1.

Their comparison shows that processors based obuingin
algorithm have higher clock frequency, less haréwalume
and shorter adaptation period. The processor daaty®ws,
that input data frequency can be increased mone ithawo
times if the correlation processor clock signahigeased [10].

Table t Processors of the ordeiimplemented in Xilinx
XC4VSX35-12 FPGA

ProcessafHardware volum¢ Max. clock Period of
based or CLB slices frequency, | calculating
+DSP48 MHz ke oo Ko,
p=10 | p=90 ([ p=10| p=90 | p=10| p=90
Durbin 1330 4753 | 154 | 150 610 | 5490
algorithm| +16 +96
lattice 1446 6822 | 151 | 145 | 1650|86850
filter +24 +184

The diagram on the fig.3 shows the prediction eafothe
lattice filter by the analysis of the white noisghich was
filtered by the 6-th order IR band pass filter. Thguare
impulses show the periods of the coefficikmalculation. One
can see the high speed of the convergence of thetatdbn.
The processor based on the lattice filter has thvartage for

small parameterg and for N < 10, as well as for processing

the continuous data flows. Besides, it provides tbleust
estimation ok; for any input data.

rdydiv

Fig.3: Error prediction signaEfp(n) at the lattice filter output

Comparing to the similar processors for the AR anglys

based on FPGA [11,12] the proposed processorssubstan-
tially less hardware volume. The filter describedi2] has in

analysis are proposed, which give the possibilftyhe signal
analysis with the sampling frequency up to 300 Mb&ing
configured in FPGA. These processors give the piisgito

expand substantially the area of the AR analysis e
example in the ultrasonic devices, wireless comuations.
The proposed rational fraction number system hasattvan-
tages that it provides higher precision than integlo, and is
simpler in its implementation than the floating monumbers
have.
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