Pracy Il Konferencji Krajowej ,Reprogramowalne uttjacyfrowe”, RUC'99, Szczecin, 1999,
pp.233-239
Implementation of IIR Digital Filters in FPGA

Anatoli Sergyienko*, Volodymir Lepekha*, Juri Karski**, P. Soltan**

* National Technical University of Ukraine “KPI”, Kev, Ukraine, email:
aser@comsys.ntu.kpi.kiev.ua
** Technical University of Koszalin, email: kaniek@lew.tu.koszalin.pl

1. Introduction

Infinite impulse responce (lIR) filters are widelged in digital signal processing systems
due to the following causes. IIR filters are rigasty analogous to well known and widely used
ahalog filters. Finite impulse responce filtersR}JF-have computatoinal complexity several times
as much as IIR filters have.

In most cases IIR fiters are implemented by sigpaicessors and ASICs, which
architecture is adapted to filtering algorithmsr Bdong time IIR filters symbolize applications
of FPGAs in the digital signal processing [1]. Iexpletation IR filters in FPGA has a set of
advantages. Because of full adaptation of implegtenh FPGA structure to the filtering
algorithm, high throughput, hardware utilizatiofeefiveness, any rate of calculating precision is
achieved. In many special applications, like higleexl communications, FPGA is the only
solution for IIR filter implementation.

In the representation data flow graphs (DFG)Ifrfiltering algorithm, its optimization,
and mapping into the structure are considered gakito account structure forming properties of
modern FPGAs.

2. IR filtering algorithms and their representation by DFG

The approach to IR filter synthesis which is lthea analog prototype transformation is
commonly used. The differential equations whichcdeg the prototype are changed to the
difference ones, and Laplase transform is chang&attansform.

lIR filtering consists in solving the differencqueation in the form:

Yi = agxitaXat...FamXimtbayiitboyiot.. . +bYin, i =1, 2,..., msn

that represent the IIR filter af-th order, computing the input datesnto output datey;. The
folloving z-transform of the impulse responce csp@nds to the difference equation.

Hi = (ag+ai2™+...+amz")/(1-biz b2 %-.. -bz") (1)

This Z-transform is equal to the frequency respdmgz = exp(fo) and comparing to the
lIR filter responce contains not only zeroes budoapoles. IR filter ofn-th order can be
represented by parallel or sequential connectiosnudll order filters. Sequential connection of



second order sections is widely used due to morall devel of truncation error noise and
computational stability.

Z-transform (1) is transformed to a data flow drgiDFG). By this process operator
nodes represent operations of addition and mud&pbn, a chain ok delay nodes represents
operator Zz¥ edges represent data flows. Besides calculationsumerator correspond to
forward data flow chains, and calculations in deimator correspond to feedback ones. For
example, Z-trans-forrilzy which corresponds to the equation is transformeti¢dDFG which
is represented by the fig. 1. Here circle, triangled rectangle represent addition, multiplication
to the coefficient, delay to one clock period.

An 1IR filter structure which calculates with tiperiod of 7= 1 clock cycle is derived by
exchanging nodes of addition, multiplication andagieéco multiply unit, adder, and register,
respectively. This is so called identity mappingisture.

The minimum clock cycle periott which defines the filter throughput equals to the
maximum route length between neigboring delay esod For DFG represented by fig. 1
tc= tut+2ta, Wherety andta are equal to multiplication delay and additionagekespectively.

Usually identity mapping structure has maximurrotighput at the expence of high
hardware cost. Practically, the filtering with asgm calculation period > 1 which is derived
from the quantization frequency of the computeaaié, = 1/(7tc) by minimum hardware cost
condition is necessary. Therefore, by the synthefstee practically used IIR filter structure the
more complex mapping than the identity one is uguesed.

3. Transformations of DFG

Before the mapping of the algorithm and its DF@oithe filter structure a set of
optimization transforms, such as retiming, unrgljifook-ahead computation and pipelening is
performed [2].

Retiming consists in transposition and moving delagles in DFG by the condition that
the delay number in each cycle remains the sargearé-2 illustrates one of the possible variants
of retiming the DFG, which is represented by tlgelfi In derived DFG the delay node number is
decreased from three to two, i.e. retiming helpsiteimize the register number in the structure.
Also the clock cycle periogtcan be minimized in some limits by the retiming.

Usually DFG represents theth iteration of computing the given filtering algbm.
When DFG representkneighboring iterations of the same algorithm cotimgy then such DFG
is called unrolled by factod, and the procedure of transformation DFG into ledoone is
called DFG unrolling [2]. Figure 3 illustrates DR&er unrolling DFG, which is represented by
the fig.1, with factod=2. As a rule, mapping unrolled DFG gives more @t structures, than
mapping initial DFG because of increased scopéh®operator scheduling [2].

When DFG is folded, equal operator nodes, whichcateulated in shared resources, are
joined together, proper switch nodes are conneteidputs and outputs of derived operator



nodes, parallel braches are substituted to onecbraith all of delay nodes from substituted
branches. In some cases the folding transformadidime inverse one to unrolling. If initial DFG
consists of J equal unbundled DFGs then the raguiG is equal to one of DFGs with J times
increased number of delay nodes. The mapping df &alded graph gives the structure which
implements J parallel filter channels with periddra= J clock cycles. Figure 4 illustrates DFG
after folding two DFGs, which are represented lgyftg.1, and figure 5 illustrates the same DFG
after retiming.

One can to see that for the DFG, which is represkhy the fig.5, the minimum clock
cycle period is equal tz = max (1, 2t), and is less than the one for initial DFG.

The look-ahead computation means the algebraicsfoanation of the filtering
algorithm, which minimizes resulting clock cycle ripgel [2]. But often the look-ahead
computation causes a large increase of computatioomplexity. For example, joining
calculations from two iterations of the equati#) gives the following equation:
yi=xi+bix.1+(b%+b2)yio+b1buyis, which is represented by DFG illustrated by figFér derived
DFG the minimum clock cycle period is equal¢e ty+ 2ts, and is less than the one for initial
DFG.

By the pipelining a set of delay nodes is adde®k& and the retiming is perforned to
achieve the minimum clock cycle periqghty the condition that the initial algorithm remsiitine
same. When the multiplication operator is decomgdsesome stages the pipelining yields the
extremally minimum clock cycle period. Many refecea deal with pipelining transformations,
for example, [3,4]. The pipelined structures of Filkers are very popular but the pipelining of
IR filter structures has limited opportunities. i$hfact is explained by the rule that it is
impossible to enter the delay nodes into feedbat&ine without exchanging the initial
algorithm. Therefore, before pipelining one hasafply look-ahead computation or DFG
folding which produce additional delay nodes ingedback chains. Therefore, the limited
number of delay nodes in feedback chains [4].

4. Mapping DFG into I IR filter structures

The structural models of ASICs for the digital sigprocessing can be divided into wide
groups: structures derived by identity mapping, ropcogrammable structures and application
specific pipelines [5].

Structures derived by identity mapping have thgdahroughput. But in case of full bit
parallel calculations the high hardware costs ofhsstructures often do not permit their
implementation in FPGAs. Therefore often the idgntiapping is performed to synthesize the
structure with bit serial calculations, which prdes small hardware cost and pipelined
computations. But in this case the quantizatiogdemcy must be equal tg=f1/(ntc), where n is
the word length.

Many CAD tools design microprogramable IR filtetrustures for ASICs [3,6].



Microprogrammable structural model consists of aaeresources like multily units, adders,
registered storage units that are connected tagbyhe set of shared busses. The DFG mapping
consists in implementation of operator scheduling allocation. The resulting set of resources
and microprogram are formed using results of thesestages of the structure synthesis. After
several mapping iterations a set of optimized stmat solutions is derived which are
differentiated in harware cost, and computationqgaer. The structure optimization consists only
in manipulation with the amount of resources. Ahdréfore the microprogrammed structural
model is rather limited and can not satisfy streadtproperties of FPGA such as computation
pipelining, minimizing multiplexor inputs, etc.

The aplication specific pipeline both reflects mo$ particularities of digital signal
processing, and mostly satisfies structural proggerof FPGA. Pipelined structures that are
implemented in FPGA can provide the achievemeiisaflock frequency limits.

Othen the DFG mapping into pipelined structuremplemented in such a way. The
structure graph is derived by DFG folding, thenogerator schedule is searched [3]. Figure 7
illustrates the IIR filter structure which is desty by folding DFG represented by fig. 1. This
structure computes the filtering with the quantaatrequencyflo = 1/(2(tw+2ta)) which is half
as many as clock frequency is, and contains orgyroultiply unit.

The number of different folded DFG is increasegarnentially by increasing of the
algorithm complexity. Besides, DFG must be optirdiz®/ retiming and pipelining. Theretore
the searching of optimized folded DFG is often tedious. Several methods of pipelined
structure design were developed which contain aodteuristics to minimize the structure
synthesis complexity [3, 6].

In the represetation [7] a method for mapping DRt pipelined structure is proposed.
The method is based on the representing DFG inigimaknsional space with time, resource
number, operation type coordinates and its mappitm subspaces of structures and events.
Searching for the optimized structure is impleméntey the linear algebra and linear
programming methods. The operator sheduling alwtalon are performed implicitely and
simultaneonsly by the direct searching and theeetbe optimization process has decreased
complexity. Derived structures are operating inepiped manner providing high hardware
utilization effectiveness and minimized clock cygberiod. These structures do not need
structural verification because they are synthesieformal rules using injective and monotone
mapping function.

Figure 8 illustrates the filter structure, whichderived in [7] from the DFG on the fig.1.
Here bold lines represent multiplexers. This strreetcomputes the signal with the quantization
frequeneyfo= 1/(2tw) which is rather higher than the same frequendpi®@8tructure in the fig.

7 which has approximately equal harware cost. Tdus also means that this structure can have
equal throughput as the structure derived by ithentapping of DFG on fig. 1 or 2 has by the
condition ty= 2t, and have one adder and one multiply unit fewer.



By the given computation period=>2 this method can optimize DFG by its retiming and
pipelining simultaneonsly with its mapping into tegucture. As a result, the 2, 3 and more
staged pipelined multiply units can be synhesizethe structure of the IIR filter and therefore
the clock frequency of the target FPGA chip carnieahits limitations.

5. Parametrized | IR filter structurelibrary

Using the new mapping method IIR filter structuierdry is developed. The library
contains a set of parametrized IIR filter strucsuamd is intended to computer aided design of
digital signal processing system on the base of &2Ghe library consists of structural models
of filters described by VHDL language in synthegsastyle. The structure parameters are: filter
orderns = 2,3,...,10; computation period= 5,6,..., 20. The second order filter is calteda
according to DFG which is schown on the fig. 9. Phwansform of this filter is equal to

H _AFAZI+AZ?
@ 1+BZ+B,Z
besides,a = (ActA1-A2)/2; ar =( A1+A-A))/2; B = (B2-B1-1)/2; £ = (1-B1-B3 )/2.

Such algorithm of IIR filter calculation, called wea propagation filter, guarantee
computations without parasitic oscillations, anchimized truncation error noise, which are
considered to be the serious disadvantage of ulguélters [8]. Besides, all of coefficients are
less than one by its magnitude, and the trunca&tioor noise is minimized.

The DFG of this algorithm was mapped into the llReff structure which is illustrated by
the fig.10 using the method described above byptrameter 7 = 5. The advantages of this
structure are small hardware cost and pipelinedpcations, which are proved below.

The analyse of DFG and resulting strucrture reprteseby fig. 9,10, shows that without
pipelining and by computation periodr = 1, and identity mapping the minimum clock cycle
period is equal to tc; = ty+3ta, and the hardware cost consumes five multiplysuaind six
adders. And in synthesized structure of the filtdh 7=5 due to the its full pipelining, the
minimum clock period is equal @, = tx + max(h, tv /2) , whereta is adder delayty is full
multiply unit delay, andx is multiplexor delay, and the hardware cost coresione multiply
unit with two staged pipeline and two adders. Ttogee the pipelined filter structure throughput
decreases by a factor g,/ tc1=1.2,...,1.5, and hardware cost decreases by a faictol . As a
result, the throughput — cost rate increases appaigly in three times.

In the filter structures the addition is perfornfed one clock period, the multiplication
lasts two or three clock periods. But the two aeéhstaged pipelined parallel multiplier derives
products every clock cycle. Usually the coefficeeate known constants, therefore the multiply
operation is performed using tables of coefficiantdtiplied by a set of natural numbers, which
substantially minimizes the hardware cost.

6. Conclusion.



Implemetation IIR filters in FPGA has a set of adheges, like full adaptation of
implemented in FPGA structure to the filtering algom, high throughput, hardware utilization
effectiveness, any rate of calculating precisiohe DFG of the filtering algorithm is mapped
into the structure of the filter. But due to thedback chains in IIR algorithms such methods of
algorithm optimization like retiming and pipelinirgive limited results. But using look-ahead
computations something increases the algorithmllphsan at a sacrifice in the hardware cost
increase. In the case when the clock frequenay=8,3,... times as much as the quantization
frequency of the digital signal is, there are aemvigbportunity to enlarge pipelining of IIR filter
calculations. As a result, filter structures, whetpport maximum hardware utilization and high
clock frequency when implementing in FPGA can bevee.

Authors propose the method for mapping DFG intolliR€ilter structure, which helps to
design filters with high characteristics. This naethshows good results by the development of
the library of IR filter structures. The librarpitains a set of parametrized IIR filter structures
and is intended to computer aided design of digitghal processing systems on the base of
FPGAs. The library consists of structural modelsfildérs described by VHDL language in
synthesable style. The structure parameters &ee ditder and computation periad
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Fig. 1. Initial DFG.
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Fig. 3. DFG after unrolling.
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Fig. 5. DFG on fig.4 after pipelining.
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Fig. 7. DFG on fig.2 after folding.
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Fig. 9. DFG of the second order filter.
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Fig. 2. DFG after retiming.
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Fig. 4. Two DFG after folding.
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Fig. 6. DFG by look-ahead computation.
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Fig. 8. Structure of the filter.
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Fig. 10. Structure of the second order filter.




